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Abstract— The paper proposes a solution to effectively handle
salient regions for style transfer between unpaired datasets.
Recently, Generative Adversarial Networks (GAN) have demon-
strated their potentials of translating images from source domain
X to target domain Y in the absence of paired examples.
However, such a translation cannot guarantee to generate high
perceptual quality results. Existing style transfer methods work
well with relatively uniform content, they often fail to capture
geometric or structural patterns that always belong to salient
regions. Detail losses in structured regions and undesired artifacts
in smooth regions are unavoidable even if each individual
region is correctly transferred into the target style. In this
paper, we propose SDP-GAN, a GAN-based network for solving
such problems while generating enjoyable style transfer results.
We introduce a saliency network, which is trained with the gen-
erator simultaneously. The saliency network has two functions:
(1) providing constraints for content loss to increase punishment
for salient regions, and (2) supplying saliency features to gen-
erator to produce coherent results. Moreover, two novel losses
are proposed to optimize the generator and saliency networks.
The proposed method preserves the details on important salient
regions and improves the total image perceptual quality. Quali-
tative and quantitative comparisons against several leading prior
methods demonstrates the superiority of our method.

Index Terms— Generative adversarial network, style transfer,
detail preservation.

I. INTRODUCTION

THE task of image-to-image translation is to capture spe-
cial characteristics for one image collection and figure out

how these characteristics could be translated to target image
collection, e.g., images to semantic labels. Many researches
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Fig. 1. The top result of CycleGAN loses some information in the
doll’s head region, and the results of StarGAN cannot produce desired style
transformation, while our method solves these problems well.

have produced attractive transfer results, where image pairs
are required [1]–[6]. However, obtaining paired training data
is difficult. Some style transfer works avoid the need for such
paired datasets by introducing the unpaired image-to-image
translation using generative adversarial networks [7], [8].

Although large improvements have been achieved with
learning-based stylization over unpaired datasets, state-of-the-
art (SOTA) methods often fail to produce satisfying visual
results. These methods aim to transfer the holistic style from

the source domain X to a new domain
∧
Y that has identical

distribution to the target domain Y . However, such a translation
does not guarantee a high perceptual quality style transfer
for the whole image, even if each region in an individual
x is correctly transferred into the target style. For example,
Fig. 1 (b) and (c) show some style transfer results with
a uniform style across the whole image. However, more
favorable style transfer results can be obtained when image
content is better preserved in certain regions, especially salient
regions, as shown in the red box in Fig. 1 (d).

Saliency detection aims to locate important regions or
objects in images [9], which is analogous to the selective
process in the human visual system. It provides benefits for
a broad range of applications such as segmentation [10] and
classification [11] by various means. In this work, we believe
that saliency information is also significant for style transfer.
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While conventional style transfer methods [7], [8] excel at
generating images with relatively uniform content (e.g. sky
and landscape photos, which are distinguished more by texture
than by geometry), they often fail to capture geometric or
structural patterns that always belong to salient regions.

According to our observation, traditional approaches often
produce two types of problems in salient regions: loss of
details in structured regions, and excess of details in smooth
regions. One possible explanation for this is that previous
models rely heavily on convolution to model the dependencies
across different image regions. To achieve better perceptual
quality, the transformation should preserve more edge details
in structured regions and reduce unwanted artifacts in smooth
regions, while the overall style is maintained. For learning-
based methods, increasing the size of the convolution kernels
can improve the representational capacity of the network but
doing so also loses the computational and statistical efficiency.
To solve such problems, Liu et al. have proposed to improve
style transfer results by preserving salient information of
content images, which simply adds a localization network
to calculate the region loss. However, it tends to generate
discontinuous salient regions and background if it cannot
keep the balance between style loss and region loss [12].
We propose a GAN-based method to preserve saliency detail
information while correctly mapping unpaired images from
source domain to target domain, named SDP-GAN. The SDP-
GAN introduces an extra saliency network that concurrently
predicts the saliency map, which helps the calculation of newly
proposed objective functions. The encoder part of the saliency
branch is also concatenated into the generator network to yield
a smooth overall style transformation, with content details
properly preserved in salient regions.

We trained and evaluated SDP-GAN on a variety of style
transfer tasks, including different artistic styles and cartoon
styles. Fig. 1 shows the comparisons with two classic GAN-
based style transfer methods in terms of detail preservation
and style transformation for Van Gogh style. The top result of
CycleGAN apparently loses some information in the doll’s
head region. This artifact appears not only in CycleGAN,
but in other latest style transfer methods [8], [13], [14] as
well. Our top result demonstrates that the stylization quality
in salient regions is important and should be handled properly.
For the comparisons with StarGAN, the proposed method
shows a more attractive style transformation than StarGAN.
In addition to visual comparisons, we also organized quantita-
tive comparisons and a user study against several GAN-based
style transfer methods to validate the superior performance of
SDP-GAN. In quantitative comparisons, the proposed SDP-
GAN achieves the best Inception score (IS) [15] and Fréchet
Inception distance (FID) [16] score. As for the user study,
our results are favored by a majority of viewers (over 50%).
Overall, the main contributions are:

• We propose a GAN-based approach that effectively pre-
serves details of salient areas and learns the stylization
using unpaired image sets by adding a saliency network.
The sub-network provides saliency features to help the
generator and generates saliency maps to constrain con-
tent loss simultaneously.

• We introduce two novel loss functions in our architec-
ture. a) We introduce a saliency-constrained content loss
defined as �1 sparse regularization, which applies saliency
maps to constrain conventional content loss. b) The
saliency content loss is proposed to further maintain
the content information, which minimizes the difference
between saliency results generated from input and from
stylized image.

• We provide qualitative and quantitative comparisons with
several SOTA GAN-based methods on artistic stylization
using SDP-GAN, showing its superiority in image quality
over existing methods.

II. RELATED WORK

A. Style Transfer

Many non-photorealistic rending (NPR) methods have been
developed since the mid-1990s, and nowadays NPR is a
firmly established field in computer graphics [17]. There are
some works proposed to mimic specific artistic styles [18].
However, these methods use low-level image features and
often fail to capture image structures effectively, such as
making object boundaries clear. Inspired by the development
of convolution neural networks (CNN), Gatys et al. first
applied CNN feature activations to recombine the content of
a given photo and the style of famous artworks [19]. Their
subsequent work [13] used the feature maps of a pre-trained
VGG network to optimize the content, and captured texture
information of the style image using the Gram matrix [20].
However, the algorithm of Gatys et al. does not perform well
in preserving the coherence of fine structures and details.
Also, it generally fails for photorealistic synthesis, due to the
limitations of Gram-based style representation. To solve the
problem, some derived Gram-based representation methods
are put forward to encode style information [21]–[23]. Then,
some efficient methods are proposed to optimize a generative
model offline and produce the stylized image with a single
forward pass [24]–[26]. Johnson et al. aimed to pre-train a
feed-forward style-specific network and produced a stylized
result with the forward pass at the testing stage [4]. The
design basically follows Gatys et al. [13], which suffers from
the same aforementioned issues. Recently, some structure-
preserving style transfer methods are proposed [12], [27], [28].
Liu et al. focused on salient regions in style transfer with the
help of region loss, computed by introducing a localization
network [12]. Cheng et al. used the depth and edge information
to construct a structure representation to solve the disruption
of content [27]. Liu et al. applied saliency map to fuse the
real image and stylized image, generating an output with
stylized salient regions and real background regions [28].
All these methods, however, use a single style image and
generate results whose style heavily depends on the chosen
style image.

For arbitrary style transfer, a few methods [29]–[31] holis-
tically adjusted the content features to match the statistics
of the style features. Isola et al. [5] and Li et al. [32]
applied generative adversarial learning to achieve the trans-
formation between two domains. Zhu et al. further introduced
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Fig. 2. The proposed model seeks to generate results with proper saliency content information, while still transforming image style comparable to the
target dataset. The pipeline exhibits the architecture of the proposed SDP-GAN, in which k represents the kernel size, n is the number of feature maps and
s is the stride in each convolutional layer. The pipeline consists of two streams operating different functions. The top stream processes the inputs through
down-convolution layers, residual blocks and up-convolution layers so as to generate results with target style. In turn, the bottom stream produces a saliency
map to constrain content loss and provides saliency features to the generator simultaneously. The saliency network is optimized by minimizing the saliency
loss between the saliency output and saliency reference. The saliency content loss computes the difference between the saliency results of input image S(x)
and generated image S(G(x)).

CycleGAN to train unpaired image datasets [7]. Some methods
[14], [33], [34] aimed at obtaining one single model to transfer
multiple artistic styles. Chen et al. introduced CartoonGAN
to generate sharp edges by slightly modifying adversarial
loss [8]. However, these methods cannot perform well when
encountering structured regions with many details or smooth
regions with unneglectable continuity. The methods [35], [36]
concentrated on attention-based style transfer techniques,
which lead to some improvement, but still unsatisfactory for
generating high-quality results. The saliency information plays
an important role in leading to a better perspective experi-
ence. To solve such problems that appeared in conventional
style transfer methods, we introduce a supplementary saliency
network and two corresponding losses to improve the total
performance.

B. Saliency Detection

Saliency detection has received great interest for many
years. Itti et al. first proposed a saliency model that simulates
the visual search of humans [37]. The method predicts saliency
maps considering low-level features at multiple scales. Some
subsequent works introduced bottom-up saliency models based
not only on low but mid and high-level image features
[38], [39]. Eleonora et al.’s ensembles of Deep Networks
(eDN) was the first attempt at predicting saliency with a
network [40]. Then, a number of deep learning solutions,
including generative adversarial networks, have been put for-
ward to improve the detection performance [41]–[45]. Saliency
detection is intrinsic to various tasks such as image caption
generation [46], image segmentation [47] and style trans-
fer [48]. Zhang et al. [49] applied some handcrafted saliency
maps as initial reference maps first and then optimized them
to obtain accurate saliency results. We apply a similar idea
as [49] to get the saliency reference.

III. SDP-GAN

We propose a GAN-based framework to achieve unpaired
image transformation from a source domain X to a target
domain Y . The framework aims to generate artistic images
with more content details in the salient regions while still
maintaining the desirable target style. Like common GAN
frameworks, the generator G learns the mapping function
between different domains, while the discriminator D aims
to optimize G by distinguishing source domain images from
generated ones. We further build a saliency sub-network S to
simultaneously obtain a saliency map used to constrain the
generator network and our new objective function. To better
demonstrate the effectiveness of the framework, we adopt
a wide diversity of real photos {xi }i=1,...,N ∈ X as our
source domain data, and a collection of artistic images
{y j } j=1,...,M ∈ Y , as the target domain data. The saliency
images {zk}k=1,...,N , zk ∈ Z form another data domain, and
the data distributions of these three domains are denoted as
x ∼ pdata(x), y ∼ pdata(y) and z ∼ pdata(z), respectively.

The proposed SDP-GAN is capable of achieving enjoy-
able style transformation with necessary detail preservation.
We illustrate our network architecture in Section III-A, and
the objective function is presented in Section III-B.

A. Network Architecture

We present the generator network G, discriminator network
D and the saliency network S in Fig. 2. They are simulta-
neously optimized during the training process. Specifically,
G transfers the input image into a specific artistic style and
S is used to generate a saliency map for using in the loss
function. The addition of the saliency network S as well as
extra losses enable the generator to not only learn the mapping
but keep the details and continuity within desired regions.
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The generator network is constructed with the sequence of
a 7×7 convolutional layer, followed by two down-convolution
blocks with stride 2, eight residual blocks [50], two transposed
convolutional blocks with stride 1/2 for upsampling, and
another 7 × 7 convolutional layer (Fig. 2 (a)). The saliency
network has a similar structure with G in down-convolution
and up-convolution blocks (Fig. 2 (c)), but it does not include
extra residual blocks as presented in G. We found the sim-
pler design provides relatively accurate saliency results and
improves efficiency.

Although adding the saliency branch is effective for pre-
serving content details in salient regions, purely using the
saliency map to constrain the loss function often causes the
loss of artistic style at salient regions and produces discon-
tinuity at non-salient regions. To alleviate such problems,
we concatenate the features of the first few convolutional
blocks in the saliency network into the corresponding layers
in the generator network. Adding saliency features to down-
sample convolutional layers help to fuse image features and
saliency features better. We just connect the saliency features
to image features at down-sample convolutional layers because
the quality of generated images will be influenced if the feature
connection is also applied in up-sample convolutional layers.
The encoder tends to extract image features and decoder is
designed to implement different tasks. The up-sample layers
of generator and saliency network play absolutely different
roles. The modification offers additional saliency information
into the encoding procedure, empowering the decoder of
the generator to produce stylized images that have fluent
transitions from region to region.

For the discriminator network D, we apply PatchGANs
[5], [32] to classify each image patch into a real or fake
one. Overlapped patches with size 70 × 70 are cropped from
generated or real artistic images for training. D begins with
flat layers (a 3 × 3 convolutional layer with stride 1 and a
Leaky ReLU (LReLU) layer), followed by two convolutional
blocks with stride 2. Then, a feature reconstruction block with
stride 1 and a 3 × 3 convolutional layer are applied to obtain
the classification results (Fig. 2 (b)). Such a simple patch-
level discriminator uses fewer parameters and can work on
arbitrarily-size images.

B. Loss Function

Based on style transfer properties, we design our objec-
tive function to include the following four losses: (1) the
adversarial loss LGAN(G, D), which drives the generator
network to achieve the desired manifold transformation;
(2) the image content loss Lcon(G, D, S), which preserves
the image content during stylization; (3) the saliency content
loss Lcon_s(G, D, S), which minimizes the difference between
saliency results generated from input and from stylized image
in order to further retain the content consistency; (4) the
saliency loss Lsali (S), which optimizes the saliency network
to obtain relatively accurate saliency maps. The full objective
function is:

L(G, D, S) = LGAN(G, D)+wcon Lcon(G, D, S)

+ wcon_s Lcon_s(G, D, S)+wsali Lsali (S), (1)

where w controls the relative importance of these losses. wcon

has great influence on the balance of style transformation
and content preservation. A larger wcon produces images with
more content information from the input, generating images
that are not stylized enough. However, a small wcon learns the
stylization excessively so that the semantic content information
cannot be preserved well. To strike a balance, we set wcon

to be 0.25 at the initial stage to correctly preserve content
information with moderate style transformation. Then, wcon

is gradually decreased to obtain better style transformation
results after training is stable and the semantic content infor-
mation has been properly reconstructed at the initial stage. The
influence of different wcon is illustrated in Section V-D.

wcon_s is also important for content preservation. Sometimes
certain areas lose their saliency after style transformation.
A larger wcon_s enforces these areas to preserve more original
content to result in a similar saliency result with input. wsali

controls the accuracy of the saliency map. While saliency map
is only used as a guidance in SDP-GAN, there is no need
to train a highly accurate saliency map. Thus, a relatively
lower wsali is allowed. Empirically, we set wcon_s = 1.5 and
wsali = 1 in our implementation. The proposed method aims
to solve:

G∗, D∗, S∗ = arg min
G,S

max
D

L(G, D, S), (2)

1) Adversarial Loss: As in classic style transformation
GAN networks, the adversarial loss is used to constrain the
results of G to look like target domain images. At the same
time, D aims to distinguish whether a given image belongs
to the synthesized or the real target dataset. However, simply
applying the common adversarial loss is not sufficient for pre-
serving clear edge information. Inspired by CartoonGAN [8],
the proposed method also confuses D with a blur dataset to
push generator to produce images with sharp edges. Specifi-
cally, from the target dataset {y j } j=1,...,M ∈ Y , we generate the
same amount of blur images {c j } j=1,...,M ∈ C by removing
clear edges in Y . In more detail, for each y j , we apply
the following three steps: (1) detecting edge pixels using a
standard Canny edge detector, (2) dilating the edge regions,
and (3) applying a Gaussian smoothing in the dilated edge
regions. That is to say, the discriminator tries to correctly
classify an image into three categories: the generated images
G(x), the artistic images y, and the blurred artistic images c,
as formulated in Eq. 3.

LGAN(G, D) = Ey∼pdata(y)[log D(y)]
+ Ec∼pdata(c)[log(1 − D(c))]
+ Ex∼pdata(x)[log(1 − D(G(x))], (3)

2) Image Content Loss: Although the adversarial loss is
effective for generating stylized images, it does not guarantee
that the translated images preserve the content information.
It is essential to include a content loss to ensure the output
artistic images retain the semantic content. Similar to [4],
we define the image content loss function that measures
high-level semantic differences using features from the VGG
network [51] pretrained on ImageNet [52]. Different from [4],
we propose a mask-based content loss, which uses the saliency
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mask S�(x)m to restrict the content loss in salient regions,
as formulated in Eq. 4.

S�(x)m =
{

1 S�(x) < 1

S�(x) 1 < S�(x) < 2,
(4)

We first define S(x) as the output of the saliency network,
and it is normalized to S�(x) with pixel values ranging from
0∼2. The saliency mask S�(x)m is designed to have larger
values in salient regions with S�(x) > 1. The saliency-guide
image content loss makes the proposed method flexible for
translating images with and without salient objects. For images
with obvious salient objects in foreground and background,
different values in S�(x)m offer different penalty for Lcon . For
images without salient regions, their saliency maps tend to
be uniform. S�(x)m is assigned with same values, which has
same penalty for x and G(x). To match with the VGG feature
dimension, we downsample the saliency mask S�(x)m and
duplicate its channels to get the adjusted saliency map denoted
as S��(x)m . The complete image content loss is defined as:

Lcon(G, D, S) = Ex∼pdata(x)[||S��(x)m · V GGl(G(x))

− S��(x)m · V GGl(x)||1], (5)

where l refers to a specific layer in the VGG network, and we
apply the ‘conv4_4’ layer in our implementation. The loss is
amplified in salient regions so that G is capable of keeping
more content details in these regions.

3) Saliency Content Loss: Another content loss is proposed
to further ensure the maintenance of content information.
It calculates the difference between the saliency results of the
input image S(x) and that of the generated image S(G(x)):

Lcon_s(G, D, S) = Ex∼pdata(x)[||S(x) − S(G(x))||1], (6)

The saliency content loss is designed based on the concept
that the input and output should have very similar saliency
maps. They all go through the saliency network and own
similar performance. Therefore, it is easy to find the tiny
difference between them, which reflects the information loss
caused by the generator. Most of the time it offers similar
functionality as the image content loss Lcon , and does not offer
extra benefits. However, it sometimes complements Lcon and
has significant influences on certain cases that have different
S(x) and S(G(x)). Examples will be presented in Section V-D.

4) Saliency Loss: The saliency loss seeks to drive S
to detect correct salient regions. It is defined to minimize
the difference between the saliency output and the saliency
reference:

Lsali (S) = Ex∼pdata(x),z∼pdata(z)[||S(x) − z||1], (7)

The saliency reference is obtained by computing the average
of two saliency detection methods: robust background saliency
detection (RBD) [53] and minimum barrier salient object
detection (MBD) [54]. Computing average results of two
methods can combine their advantages and avoid one of them
being distorted if encountering extreme examples, which is
simple yet effective.

Fig. 3. Results of initialization phase. (a) An input and its saliency reference.
(b) Generated result and rough saliency result after 10 epochs pre-training.

IV. IMPLEMENTATION

A. Data Collection

Many existing style transfer datasets contain real photos and
target images with specific painting styles [7]. In this work,
we also collect two kind of datasets, one containing diverse
realistic photos and the other containing a large variety of
images with specific artistic styles. All the training images are
scaled to 256 × 256.

1) Realistic Photos: The realistic training dataset includes
8,936 images, among which 6,153 images originate from
CycleGAN [7] and 2,783 images are our own collection.
The CycleGAN dataset includes many landscape pictures with
relatively uniform content, so we gathered images from movies
or from the Internet that own clear salient objects.

2) Stylized Images: The proposed method learns to mimic
the style of an entire collection of artwork. For example,
we can learn to generate photos in the style of Van Gogh
or Miyazaki Hayao. In our experiments, the datasets of Van
Gogh style (401 images), Ukiyo-e style (1,433 images) and
Monet style (1,074 images) originate from CycleGAN [7].
The dataset of Miyazaki Hayao style contains 3,617 images
which are derived from the film ‘Spirited Away’. 4,992 and
3,572 images from several short cartoon videos are applied
for training the Makoto Shinkai and Mamoru Hosoda styles.
To obtain cartoon images, we first extracted frames from
cartoon films. Duplicated frames are then discarded using
SSIM and PSNR similarity [55].

B. Training Details

We implement our SDP-GAN in PyTorch and all the
experiments are performed on an NVIDIA Titan Xp GPU.
Similar to CartoonGAN [8], an initialization phase is intro-
duced to improve the convergence and avoid training from
being trapped in a suboptimal local minimum. We initialize
the saliency-guide generator that reconstructs the content of
inputs and ignores the style translation. For this purpose,
we pre-train both the generator G (to reconstruct the content
of input images) and the saliency network S (to generate
saliency maps) using merely Lcon and Lsali . An example is
presented in Fig. 3, where Fig. 3 (a) includes the original
input and its corresponding saliency reference, and Fig. 3 (b)
shows the generated image and the generated saliency result
after initialization. 10 epochs are trained in the initialization
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Fig. 4. Examples generated by the proposed method for different artistic styles. Each row shows an input and corresponding six style transfer results.
Different styles can be effectively learned by SDP-GAN.

phase, which already gives reasonable reconstruction results
and rough saliency maps.

V. EXPERIMENTS

In this section, we first show some images of different
artistic styles generated by SDP-GAN in Fig. 4, among which
the proposed method is able to produce high-quality styliza-
tion results. Then, we compare our approach against several
previous style transfer works, including a classic neural style
transfer (NST) method [13], a structure-preserving neural style
transfer (SP-NST) method, StarGAN [33], CartoonGAN [8]
and a popular GAN-based stylization method CycleGAN [7].
We first compare SDP-GAN with these methods qualitatively.
Quantitatively comparison and a user study evaluation are
further conducted. Next, we perform the ablation studies to
illustrate the importance of different components.

A. Qualitative Comparisons With SOTA Methods

Qualitative comparisons of SDP-GAN and aforementioned
methods for two styles are presented in Fig. 5. NST takes one
style image and one content image as inputs, and transfers
content image into the target style. SP-NST is trained with
COCO dataset [56] and one style image. We manually choose
a style image which has close content to the input and similar
style to our target dataset for NST and SP-NST. For StarGAN,
it is trained for 200,000 iterations using the collected datasets.
We compare two versions of CycleGAN, i.e., without and

with the identity loss Lident it y . The incorporation of this loss
tends to produce stylized images with better color and content
preservation. Our collected datasets are utilized to train both
CartoonGAN, CycleGAN and SDP-GAN with 200 epochs.

Results in Fig. 5 clearly demonstrate that NST, SP-NST,
StarGAN, CartoonGAN and CycleGAN cannot work well at
salient regions. For NST method, only using a single style
image cannot fully capture the style, especially for areas
whose content does not appear in the style image (Fig. 5 (b)).
SP-NST is also limited by a single style image (Ukiyo-e style
in Fig. 5 (c)) and not robust for structure preservation (Van
Gogh style in Fig. 5 (c)). StarGAN is designed for facial
attribute transfer and facial expression synthesis, which is not
sensitive to artistic style transfer tasks. Therefore, it generates
results with insufficient stylization (Fig. 5 (d)). CycleGAN
can capture the artistic style sometimes. However, it cannot
preserve the saliency content well (Fig. 5 (f)). The identity loss
is useful to avoid such problem, but the stylization results are
still far from satisfactory. The edge information loss in struc-
tured regions and undesired artifacts are obvious in Fig. 5 (g).
CartoonGAN obtains results with attractive cartoon style but
ignores saliency features and causes same artifacts similar to
CycleGAN (Fig. 5 (e)). In comparison, by reducing unneces-
sary artifacts and preserving desired edges in salient regions,
the proposed SDP-GAN produces the highest quality results.

Our method has similar properties with CycleGAN and
CartoonGAN. However, SDP-GAN takes less training time
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Fig. 5. Comparisons of SDP-GAN with NST [13], SP-NST [27], StarGAN [33], CartoonGAN [8] and CycleGAN [7] for two different styles. Note that
StarGAN is mainly designed for facial attribute transfer and facial expression synthesis, which is not sensitive to artistic style transfer tasks. Although it keeps
many content information from inputs, it has unqualified performance for style transformation. Our method is more effective for handling salient regions and
producing high-quality style transfer results.

than CycleGAN and similar training time as CartoonGAN. For
each epoch, CycleGAN and CartoonGAN take about 2350s
and 1500s, respectively, whereas our method takes 1660s
approximately. CycleGAN spends more time on its bidirec-
tional training. Our saliency network S has about 11% number
of parameters compared to generator G, and our method only
consumes extra 160s compared with CartoonGAN. Adding
a simple network with a little more training time is advis-
able in exchange for better results. Our method can learn
many artistic styles better and handle salient regions more
effectively.

B. Quantitative Comparisons With SOTA Methods

We choose the Inception score (IS) [15] and the Fréchet
Inception distance (FID) [16] for quantitative evaluation.
IS computes the KL divergence between the conditional
class distribution and the marginal class distribution. Higher
Inception score indicates better image quality. We include the
Inception score evaluation because it is widely used [35], [57]
and thus makes it possible to compare our results with previous
works. However, it is important to understand that the IS
has some limitations: the statistics of real world samples
are not used and compared to the statistics of synthetic
samples [16]. FID is a more principled and comprehensive
metric, and has been shown to be more consistent with
human evaluation in assessing the realism and variation of the

generated samples. FID calculates the Wasserstein-2 distance
between the generated images and the real images. To this
end, the generated samples are first embedded into a feature
space of an Inception-v3 network. Then, taking the embedding
layer as a continuous multi-variate Gaussian, the mean and
covariance are estimated for both the generated data and the
real data. The Fréchet distance between these two Gaussians
is then used to quantify the quality of the samples:

F I D(x, g) = ||μx − μg || + Tr (
∑

x

+
∑

g

− 2(
∑

x

∑
g

)1/2),

(8)

where (μx ,
∑

x ) and (μg,
∑

g) are the mean and covariance
of sample embedding for real data distribution and generative
model distribution. Lower FID values mean closer distances
between synthetic and real data distributions.

Table I lists the IS and FID scores of StarGAN [33],
CartoonGAN [8], CycleGAN (with Lident it y ) [7] and the
proposed SDP-GAN for three artistic styles. We do not quan-
titatively compare the results of NST, SP-NST and CycleGAN
without Lident it y because their results are obviously inferior
to results of aforementioned methods. Compared to other
three methods, our SDP-GAN achieves better IS. As for FID,
SDP-GAN has great improvement compared with StarGAN
and CartoonGAN, and has approximate 5 point improvement
compared with CycleGAN.
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TABLE I

QUANTITATIVE COMPARISONS OF SDP-GAN WITH OTHER REPRESENTATIVE GAN METHODS IN TERMS OF IS AND FID SCORES

TABLE II

USER STUDY RESULTS. THE NUMBERS ARE THE PERFORMANCE OF VOTES OBTAINED BY EACH METHOD

Fig. 6. The screen shot of user study. Four stylized results are shown to the
viewers at the same time.

C. User Study

We further conduct a user study to evaluate our method
subjectively. We invited 20 users (10 males and 10 females) to
evaluate the visual quality of different style transfer methods.
In the evaluation, 30 groups of results are randomly selected
from the test dataset and every group involves the results of
StarGAN, CartoonGAN, CycleGAN (with Lident it y ) and the
proposed SDP-GAN. Each user is required to discriminate
15 groups of images that are randomly selected from 30 groups
of results. The 15 groups of images are shown to each user in
a random order and the results in each group are also arranged
randomly. During the test, four stylized results are shown to
the viewers at the same time on a computer screen with resolu-
tion 256×256, as shown in Fig. 6. For each group, the viewers
were asked to answer ‘Which is the most favorite image
between following style transfer results?’. We calculate the
number of best scores of 300 groups (20 viewers×15 groups

of results) and display the results in Table II. It is obvious
that our results are favored by a majority of viewers, which
indicates our method achieves better style transformation by
preserving the saliency content information.

D. Ablation Studies

1) Influence of Parameters in Loss Function: We first con-
duct some experiments to illustrate why we set wcon = 0.25 at
the initial stage. Fig. 7 shows the corresponding results when
we select different wcon . A larger wcon produces images that
are similar to realistic images because it leads to more con-
tent information from the input photos (Fig. 7 (b)-Fig. 7 (d)).
On the contrary, a smaller wcon learns the stylization exces-
sively so that the semantic content information cannot be
preserved well. Moreover, it generates results with unnatural
color (Fig. 7 (f)). We set wcon to be 0.25 at the initial
stage to keep a balance between style transformation and
content preservation. It correctly maintains semantic content
with enjoyable style transformation (Fig. 7 (e)).

In our implementation, wcon is gradually decreased to
achieve better style transfer results while the content informa-
tion has been properly reconstructed at the initial stage. If wcon

is fixed, the final results would bring more content information
from inputs and are not stylized enough to be comparable with
target images. We set wcon = 0.25 at initial stage to preserve
content information and introduce a decay factor of wcon to
learn better style transfer mapping. The variation trend of wcon

can be described as:

wcon = wcon × 0.96�Ne/10�, (9)

where Ne is the number of epochs in the training process.
Fig. 8 shows the comparison results. We found that the results
with fixed wcon (Fig. 8 (b)) is easier to lose style information
than the results with gradually degressive wcon (Fig. 8 (c)).

2) Ablation Study of Different Loss Terms: We perform the
ablation study on the variants of loss functions to understand
how these main modules contribute to final results. Fig. 9
and Fig. 10 display the ablation results of our loss functions,
in which all the results are trained with data of Hayao style.
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Fig. 7. The effect of different wcon . Large wcon values generate images that are not stylized enough, while a small wcon learns the stylization excessively.

Fig. 8. Results to show the influence of decay factor. (a) Input images.
(b) Results with fixed wcon . (c) Results with gradually degressive wcon . It’s
obvious that the introduce of decay factor is beneficial for stylization.

These results show that each component plays an important
role in our objective function.

As shown in Fig. 9, removing saliency loss substantially
degrades the results, so as removing the saliency mask in
the image content loss. Fig. 9 (c) shows the results without
Lsali , which indicates the saliency network and its feature
sharing with the generator are removed, and the saliency
mask S��(x)m is simply substituted by the saliency reference.
The results in Fig. 9 (c) are apparently inferior to the final
results. Fig. 9 (d) displays the results without using the
saliency mask S��(x)m , which means the content loss only
computes the difference between inputs and outputs expressed
as: Ex∼pdata(x)[||V GGl(G(x))− V GGl(x)||1]. The results are
also not as good as our final results. We conclude that both
Lsali and S��(x)m terms are critical.

The importance of Lcon_s is demonstrated in Figure 10.
Fig. 10 (a) shows an example of an original input and its
saliency result. If Lcon_s is not applied, the translated image
loses a lot of details as shown in Fig. 10 (b). For example,
the details of the stamen regions are apparently lost, and
the boundaries between the stamens and petals are no longer
distinguishable compared to the input image. We observe that
its saliency map in Fig. 10 (b) is very different from input’s
saliency map in Fig. 10 (a). By introducing Lcon_s , we enforce
the generator to keep more original content to yield a similar
saliency map. In this way, the final result has more details
preserved in salient regions as shown in Fig. 10 (c).

3) Ablation Study of Feature Concatenation: To demon-
strate the effectiveness of feature concatenation of the pro-
posed method, we conduct experiments that without and with
feature concatenation between generator and saliency network,
respectively. The results are shown in Fig. 11, in which
the result without concatenation (Fig. 11 (b)) is obviously
inferior to the result with concatenation (Fig. 11 (c)). The
connection helps to maintain the uniformity of salient regions,
and therefore obtain better style transfer results.

E. Discussion

The proposed method can translate images with and with-
out salient objects. For images without salient objects, their
saliency maps tend to be uniform, which play the same role
in the entire image. For images with obvious salient objects,
our method can preserve details in salient regions. Notably,
the salient objects appear in the foreground or background are
determined by the saliency detection methods. Our method
concentrates on preserving details for salient regions once the
saliency map is given, but cannot control the saliency detection
results. Moreover, the proposed SDP-GAN is not suitable
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Fig. 9. Ablation experiments to show the importance of Lsali and S��(x)m in the loss functions. (a) Input photos. (b) The corresponding saliency maps. (c)
Results of removing the saliency network and Lsali . (d) Results of removing S��(x)m in image content loss. (e) Our results.

Fig. 10. Results to show the importance of Lcon_s . (a) Input and saliency
result. (b) Translated image without Lcon_s and corresponding saliency result.
(c) Final result with Lcon_s .

Fig. 11. Results to demonstrate the effectiveness of feature concatenation.
(a) Input and saliency result. (b) Generated image without feature concatena-
tion. (c) Generated image with feature concatenation.

for the tasks that the saliency objects are changed, such as
dog2cat translation. Adding a content transfer network and
preserving details for required salient objects are also valuable.
We consider them as future works.

VI. CONCLUSION

We propose SDP-GAN, a GAN-based method to preserve
saliency information while achieving appropriate artistic styl-
ization between unpaired datasets. The architecture contains
a generator network, a discriminator network and a saliency
network. The saliency network generates saliency maps to
restrict the image content loss on one side and provides
saliency features to generator on the other side. In addition to
the GAN loss, three losses suitable for the task are introduced
to improve the performance. Image content loss is designed to
ensure the output artistic images retain their semantic content.
Saliency content loss plays a supplementary role in image
content loss and works with special cases. Saliency loss drives
saliency network to detect correct salient regions. SDP-GAN
can generate images of higher quality compared to existing
methods. We believe the proposed framework can also be
generalized to other style transfer tasks.
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